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To determine the sensitivity of 9 profile similarity/ 
distance coefficients to differences in elevation (level) 
and scatter (variability) whilst preserving an almost 
identical profile shape (transformation sensitivitytransformation sensitivity)
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To determine the expected size and frequency 
distribution of all possible values for each of the 9 
profile coefficients, given a completely random 
dataset and a real-world personality test dataset 
(distribution analysisdistribution analysis)

To determine the sensitivity of certain 
coefficients to carefully graduated disparity between 
two profiles (profile profile degredationdegredation analysisanalysis).
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The dataset:
Simple example        

1
Scale Scores

2
Elevation Subtracted

3
Scatter Normalised

4
Target Scale Scores

5
Target Elevation Subtracted

6
Target Scatter Normed

Scale 1
Scale 2
Scale 3
Scale 4
Scale 5
Scale 6
Scale 7
Scale 8
Scale 9
Scale 10
Scale 11
Scale 12

12 -2.0833 -0.1103 6 -1.0833 -0.1190
16 1.9167 0.1015 8 0.9167 0.1007
23 8.9167 0.4720 12 4.9167 0.5399
10 -4.0833 -0.2161 5 -2.0833 -0.2288

8 -6.0833 -0.3220 4 -3.0833 -0.3386
13 -1.0833 -0.0573 7 -0.0833 -0.0092
14 -0.0833 -0.0044 7 -0.0833 -0.0092
12 -2.0833 -0.1103 6 -1.0833 -0.1190
19 4.9167 0.2602 9 1.9167 0.2105
25 10.9167 0.5778 12 4.9167 0.5399
10 -4.0833 -0.2161 5 -2.0833 -0.2288

7 -7.0833 -0.3749 4 -3.0833 -0.3386
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Raw Scores

Two Profiles - Raw scale scores
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The coefficient varies between +1.0+1.0 and --1.01.0, with +1.0 
indicating maximum similarity, -1.0 = maximum inverse 
similarity, and 0.0 indicating no relationship whatsoever. 

0.99De-Scatter Comparison

0.99De-Elevation Comparison 

0.99Raw profile comparison

Pearson r

The coefficient is sensitive only to shape, as both 
elevation and scatter are equated by the deviation and 

normalisation by standard deviation.

Pearson correlationPearson correlation
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Intraclass correlationIntraclass correlation

( )

where  Between profiles mean square
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Model 2: We assume the profiles are randomly selected (sampled) from some 
population of profiles (a two-way random effects model). That is, the target 
profile is considered an instance from some population of all possible profiles, as 
is the profile from an individual (which is to be compared to the target). This 
means that we consider that we have sampled an individual's profile from some 
population of possible profiles. Likewise the target profile.
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Intraclass correlationIntraclass correlation

Model 2: may also be expressed algebraically as below … 
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Intraclass correlationIntraclass correlation

Model 3: We assume the profiles are the "population" profiles for a target 
and individual to be compared to that target profile (a two-way, fixed-
effects model). It is assumed that these are the only two profiles - they are 
not "samples" from some theoretical population of possible target and 
individual profiles (in that the target is unique, and the individual profile 
is considered unique).

Between profiles mean square

Residual (interaction) mean square

The number of profiles (=2)

( 1)*
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Intraclass correlationIntraclass correlation

The coefficient varies between +1.0+1.0 and --1.01.0, with +1.0 
indicating maximum similarity, -1.0 = maximum inverse 
similarity, and 0.0 indicating no relationship whatsoever. 
Note that in many books, the "valid" range of an ICC is 
from 0 to +1.0 only. 

0.99

0.78

0.78

Model 3 ICC

0.99De-Scatter Comparison

0.79De-Elevation Comparison 

0.35Raw profile comparison

Model 2 ICC

The coefficient is differentially sensitive to elevation, 
scatter, and shape, depending upon the model chosen
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Congruence, Congruence, Guttman’sGuttman’s µµ,  and Alienation,  and Alienation

1

2 2
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the comparison profile scores and

the target profile scores (for 1.. )

Note that if  and  are expressed as deviation scores around t
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Congruence, Congruence, Guttman’sGuttman’s µµ,  and Alienation,  and Alienation

The congruence coefficient varies between +1.0+1.0 and --1.01.0, 
with +1.0 indicating maximum similarity, -1.0 = 
maximum inverse similarity, and 0.0 indicating no 
relationship whatsoever. Alienation varies between 0.0 
and +1.0, with 0.0 = minimum alienation. (1-Alienation 
= a measure of “similarity”).

Both coefficients are sensitive only to shape.

0.89

0.89

0.96

(1-Alienation)

0.99De-Scatter Comparison

0.99De-Elevation Comparison 

1.0Raw profile comparison

Congruence
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Euclidean DistanceEuclidean Distance

The Euclidean metric is 
that which corresponds 
to everyday experience 
and perceptions i.e the 
kind of 1, 2, and 3-
Dimensional linear 
metric world where the 
distance between any 
two points in space 
corresponds to the 
length of a straight line 
drawn between them. 

Person to Target Profile Graphic
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Euclidean DistanceEuclidean Distance

( )2
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the target profile score on scale of scales

the person profile score on scale of scales
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and Osgood and Suci’s d
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Euclidean DistanceEuclidean Distance
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Euclidean DistanceEuclidean Distance

Raw euclidean distance has no obvious bound value for the 
maximum distance, merely one that says 0 = absolute 
identity. Its range of values vary from 0 (absolute identity) 
to some maximum possible discrepancy value which 
remains unknown until specifically computed. So. profiles 
can be compared amongst one another in terms of their 
euclidean distance, given they are expressed in the same 
metric range as one another - but the distances permit only 
the relative ordering of profiles amongst one another, 
without regard to what the distance values imply in terms 
of absolute disparity. Put simply, euclidean distance varies 
as a function of the size of the observations.
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In our example, the distance was 3.162. If all we saw were 
this number, what would we conclude? That the difference is 
“trivial”? What if the maximum possible distance that we 
could ever observe, given the range of scale scores, was 3.2? 
This would inform us that the two profiles are maximally 
discrepant. Conversely,  if the maximum possible distance we 
might observe was 100, then 3.61 looks like a very good 
match. Thus, all such distance-based measures, are really 
only useful when expressed as normalisednormalised values, where they 
are normalised by the maximum possible distance that can be 
calculated using the range of the variables entering the 
calculations.

Normalised Euclidean Distance Normalised Euclidean Distance ddnn
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Thus, in our example above, the scores for the two variables 
ranged between 0 and 10. We can compute the maximum 
distance possible by assuming target 1 scores are {0, 0} and 
person scores are (10, 10). This is the maximum possible 
score discrepancy between a target and profile score with 
these variables. This discrepancy yields a raw maximum 
euclidean distance of 14.1421.

( ) ( )

( ) ( )

2 2
1 1 2 2

2 20 10 0 10

100 100 14.1421

d t p t p

d

d

= − + −

= − + −

= + =

Normalised Euclidean Distance Normalised Euclidean Distance ddnn
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This is the maximum possible discrepancy – the 
normalisation factor. We can thus normalise all euclidean
distances using these two profile variables into a 0.00.0 to +1.01.0
range, where 0 = absolute identity and +1.0 = maximum 
discrepancy.

In our example, the actual distance between our target and 
person profile was 3.162. Normalising this we obtain a 
normalised euclidean distance of 3.162/14.1421 = 0.22.

If we wish to express this as a “similarity” measure, we 
simply subtract it from 1.0 … = 0.780.78. We can also multiply 
this number by 100 in order to express it as % similarity% similarity. 

Normalised Euclidean Distance Normalised Euclidean Distance ddnn
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Normalised Euclidean Distance Normalised Euclidean Distance ddnn

The coefficient varies between 0.00.0 and +1.0+1.0, with +1.0 
indicating maximum discrepancy, and 0.0 indicating 
absolute identity. Also can be expressed as % similarity% similarity
using the formula:

0.057

0.188

0.348

Normed
Euclidean

94.30%

81.19%

65.2%

% similarity

0.114De-Scatter Comparison

9.90De-Elevation Comparison 

26.19Raw profile comparison

Raw 

Euclidean

The coefficient is differentially sensitive to elevation, 
scatter, and shape.

( )1 100.0d ns d= − ⋅
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Mean Absolute DeviationMean Absolute Deviation

This is a very simple distance coefficient, sometimes 
refereed to as MAD - that uses simple absolute 
discrepancy as the measure of distance, and takes the 
average of these as the final coefficient value. Of 
course, as with dd, the coefficient is scale-dependent (its 
values are expressed relative to the size of numbers 
being compared), so the most useful measure is the 
normalised MAD (nMAD). Also can be expressed as a 
similaritysimilarity index using (1-nMAD).
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Mean Absolute DeviationMean Absolute Deviation

The coefficient varies between 0.00.0 and +1.0+1.0, with +1.0 
indicating maximum discrepancy, and 0.0 indicating 
absolute identity. Because it takes the absolute value 
deviation, it is insensitive to the direction of any 
differences and only sensitive to their magnitude (as is 
euclidean distance dd)

0.99De-Scatter Comparison

0.84De-Elevation Comparison 

0.77Raw profile comparison

1-nMAD

The coefficient is differentially sensitive to elevation, 
scatter, and shape.
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Profile Similarity CoefficientProfile Similarity Coefficient

The profile similarity coefficient (Cattell, 1969), rp, or 
what has also been called the pattern similarity coefficient
(Cattell, Coulter, and Tsuijoka, 1966; Cattell, Eber, and 
Tatsuoka, 1970; Cattell, 1978) was first introduced by 
Cattell in 1949. 
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It was designed by Cattell (taken from: Cattell, Coulter, 
and Tsuijoka, 1966, p.296) to:

Profile Similarity CoefficientProfile Similarity Coefficient

take into account the metric and number of 
dimensions comprising the profiles to be compared.

compare the coefficient with the magnitude to be 
expected by chance.

provide a convenient function which behaves e.g. as 
regards distribution, in essentially the same general way 
as a Pearson r, varying from +1.0+1.0 indicating complete 
agreement between profiles to 0 for no relation, and --1.01.0
for complete inverse relation.
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The meaning of an rp of +1.0 is that two persons or 
patterns have exactly the same profiles and fall on the 
same point in multi-dimensional space. A value of 0 
indicates that they fall as far apart as would be expected 
for any two points taken at random. A value of -1.0 
means that they are at opposite ends of the distribution. 
Since the ends of a distribution are ill-defined and 
asymptotic, the value -1.0 is in actual practice 
approached but never quite reached, and there is in 
consequence a small asymmetry (positive skewing)  in 
the distribution of rp about its median value of 0.

Profile Similarity CoefficientProfile Similarity Coefficient
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Profile Similarity CoefficientProfile Similarity Coefficient

Importantly, this coefficient provides a significance test 
for its value - the null hypothesis being that a coefficient 
observed of size X has been sampled from a population 
distribution where the mean value is 0. Put another way, 
the comparison profile is more similar to the target 
profile than expected by chance alone. Horn (1961) 
provides the formula derivation and tables for such a test 
- being based as it is on a chi-square variate. However, However, 
such a significance test is about as useful as one for an such a significance test is about as useful as one for an 
interraterinterrater reliability coefficient reliability coefficient -- none whatsoevernone whatsoever.
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Profile Similarity CoefficientProfile Similarity Coefficient

There are many different formulae for an rp depending 
upon the kind of comparison being made:

• two individual person profiles
• a person being compared to a group profile
• orthogonal vs correlated vector component profiles
• sten, standardized, or raw–score comparisons

The formula for comparing two individual profiles is:
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Profile Similarity CoefficientProfile Similarity Coefficient
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          Likewise for the target profile scores. 



Person-Target Profiling – Part 2 NZ I/O  Workshop 2003

the chance-expected sum of squared deviations between two profiles of k elements

is defined by considering the variance of the differen
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Profile Similarity CoefficientProfile Similarity Coefficient

2 2 2
50 50

So: for  with an SD and variance of 1.0, the value of is: 

p t
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E χ χσ σ= ⋅ + =
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( )2 2
50

2Given the median  for any , then this is why Cattell (1969, 1988) sometimes defines it as:
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Profile Similarity CoefficientProfile Similarity Coefficient

0.99De-Scatter Comparison

0.99De-Elevation Comparison 

0.99Raw profile comparison

rp

The coefficient varies between +1.0+1.0 and --1.01.0, with +1.0 
indicating maximum similarity, -1.0 = maximum inverse 
similarity, and 0.0 indicating no relationship whatsoever. 

The coefficient is sensitive only to shape, as both 
elevation and scatter are equated by the deviation and 

normalisation by standard deviation

But…But…
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Profile Similarity CoefficientProfile Similarity Coefficient

This comes as no surprise as the data are being 
normalized and standardized prior to any calculation, 
which is equivalent to de-scattering the data (equating 
for elevation and variability). However, it does serve However, it does serve 
as a warning that using as a warning that using rrpp via the standardized data via the standardized data 
formula removes sources of disagreement between the formula removes sources of disagreement between the 
data that might otherwise be considered significantdata that might otherwise be considered significant. 
The two test two profiles are different - they retain the 
same shape but there is a substantive level difference 
between them. 
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One simple way to avoid the issue is to compute the rp
using the actual data values themselves, prior to any 
transformation. Remember, to do this requires 
calculating the correct chance-expected squared 
deviation difference between two such profiles. From 
the above equations, using the variances for the two raw 
data profiles, we obtain for raw and de-scattered profiles 
respectively:

Profile Similarity CoefficientProfile Similarity Coefficient

( )2 2 2 2 2
50 50 5032.447 7.538 39.985p tkE χ χ χσ σ= ⋅ + = ⋅ + = ⋅

( )2 2 2 2 2
50 50 500.0909 0.0909 0.1818p tkE χ χ χσ σ= ⋅ + = ⋅ + = ⋅
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Profile Similarity CoefficientProfile Similarity Coefficient

Standardized data 
coefficients

0.99De-Scatter Comparison

0.99De-Elevation Comparison 

0.99Raw profile comparison

rp

Raw data 
coefficients

0.99De-Scatter Comparison

0.64De-Elevation Comparison 

-0.20Raw profile comparison

rp

Look at the negative coefficient – somewhat “out of 
sync” with the actual form of the raw profiles …
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shaped distanceshaped distance

The initials ADD stand for Accelerated Distance 
Degredation. The reason for using such coefficients is 
when a user wishes to increment the distance between 
two objects in space, at a rate or in steps that are related 
nonlinearly to the actual euclidean or signed difference. 
In actuality, there is no actual coefficient per se - but 
rather a wide variety of “distance” functions which 
provide a direct but “shaped-distance” measure. 
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I have referred to this property of ADD coefficients as "shaped 
distance" as its use is in direct response to a need to "take 
control" or “shape” the distance function between two objects in
space, as a function of their distance. The GeneSys 3 profiling 
module achieves a form of ADD by permitting the 
weighting of scales used in a profile. This weighting can 
be linear, non-linear, or even categorical. The problem 
with this is that the behaviour of the coefficient (its ranges 
of possible values) is no longer known, as it is likely to 
reflect a unique combination of weight functions applied 
to a conventional similarity index (which admittedly is a 
problem with all weighting schemes).

shaped distanceshaped distance
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A particular design specification was developed for the 
Mariner7 profiling application – where small disparities 
between two profile scores would have little effect on the 
distance calculation, but, as the disparity grew greater, 
so would the distance be degraded in an accelerated 
fashion. The function chosen to achieve this was the 
normal distribution curve equation, with degradation degradation 
acceleration controlled by the acceleration controlled by the standard deviation (standard deviation (sdsd))
parameter and the target profile value represented by the target profile value represented by the 
meanmean of the distribution function.

shaped distanceshaped distance
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shaped distanceshaped distance

The ADD coefficient range is scaled to assess similarity assess similarity 
between profiles, in a (0 to 100 metric) between profiles, in a (0 to 100 metric) with the range 
of possible values extending between 0% 0% (complete 
dissimilarity) to 100% 100% (identity). The equation is:
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A standard deviation of 10
shaped distanceshaped distance
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A standard deviation of 20
shaped distanceshaped distance
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A standard deviation of 30
shaped distanceshaped distance
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As I increase the standard deviation through 10 to 20, 
so I can enhance the "plateau" area whilst still 
maintaining accelerated degredation (over and above 
simple linear differencing). Note also, I am reporting 
distance in the same metric as my measurement. 

In essence, what I do is compute the value of the point 
on the curve corresponding to the person profile 
attribute value, relative to a distribution with:
mean = target profile attribute score
sd = 20 (in the case of the Mariner7 profile scores)

This value is my computed “distance” which is 
expressed as a % similarity.

shaped distanceshaped distance
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In designing the “shaped distance”, there are no 
mathematically optimal values. Instead, this is a 
weighting designed to be empirically calibrated by a 
user so as to maximise the agreement between what 
looks similar and dissimilar by eye, and what the 
profile comparison index appears to be telling you. 

shaped distanceshaped distance
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shaped distanceshaped distance

The ADD coefficients 
for raw and transformed 
data using an SD = 5.0
(slow degredation) are : 

The ADD coefficients 
for raw and transformed 
data using an SD = 2.0
(faster degredation) are: 

99.99%De-Scatter Comparison

86.47%De-Elevation Comparison 

42.89%Raw profile comparison

ADD

99.99%De-Scatter Comparison

55.62%De-Elevation Comparison 

4.86%Raw profile comparison

ADD

The coefficient is differentially sensitive to elevation, 
scatter, and shape.
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As an aside, the shaped distanceshaped distance concept is not really new 
– rather, it is a kind of analogue of what is referred to as 
kernel smoothingkernel smoothing in exploratory data analysis, 
specifically in nonparametric data smoothing. 

The kernel function is a probability function that is used 
to weight points in the computation of each local 
smoothing estimate. Points farther away from the 
estimate are usually weighted less than points nearer. 
The kernel function is in essence providing those 
weights. There are seven major kernel functions – the 
Normal/Gaussian is the one I use.

shaped distanceshaped distance
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To determine the expected size and frequency 
distribution of all possible values for each of the 9 
profile coefficients, given a completely random dataset 
and a real-world personality test dataset (distribution distribution 
analysisanalysis)

This is where the program “Coefficient Distribution 
Analyzer” is used. This program uses two datasets, one 
consisting of profiles of 10 normally distributed random 
numbers, randomising data via rows (cases), under the 
constraint that each attribute value had to be 
constrained between 0 and 60, whilst being normally 
distributed with mean 30 and standard deviation of 10.
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This is where the program “Coefficient Distribution 
Analyzer” is used. This program uses two datasets.  

The first consists of 2011 profiles of 10 normally 
distributed random numbers (randomising data via rows 
(cases)) under the constraint that each attribute value had 
to be constrained between 0 and 60, whilst being 
normally distributed with mean 30 and standard 
deviation of 10.

The other consists of 2011 real-data cases of the Psytech
International Occupational Personality Profiler test 
which consists of 10 personality constructs.
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With regard to the numbers of cases used for coefficient 
distribution analysis, I settled on 2011 (which yielded 
2,021,0552,021,055 profile coefficientsprofile coefficients for each dataset). That is, 
every case is uniquely compared to all other cases. 

This is so as to obtain "hard" expected values for the 
various sizes of coefficients used on both random and 
real data. Also, this provides coefficient distributions 
that are virtual population distributions (such that you 
could report “the likelihood of observing a coefficient as 
large as 0.70 or greater by chance alone is ....". I have 
provided both graphics and coefficient histogram tables 
in the program for this purpose.
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A 2-dimensional shaped, accelerated distance 
degredation coefficient that not only takes into account 
the disparity between profile and target attributes, but 
also the order-relations between them.



Person-Target Profiling – Part 2 NZ I/O  Workshop 2003

P
re

fe
re

nc
e 

Fo
r

Frequency
20

50
80

20

50

80

30

70

100

Ambiguity p1

Ambiguity p2

Clarity p1

Clarity p2

40 6030 70

euclidean
distance

euclidean
distance

The graph below shows two 
individuals, who are being compared 
on the Clarity-Ambiguity Triad.
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Using 2131 real-data cases, 
I compared every 
individual’s profile with 
every other individual 
(2.2million match 
coefficients) – and looked 
at the expected-value 
frequency distributions …
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Persons p1, p2, 
and p3 all have the 
same match M7 
coefficient value of 
80%. Euclidean 
distance coefficient 
calculations make 
little differentiation 
either …
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In order to better represent similarity, an algorithm was 
devised to operate at the “triad” level: 
a doubly degraded Euclidean distance using custom 
degredation functions based upon whether the data for 
each person have equivalent preference and frequency 
assignments in terms of difference between attribute 1 
and attribute 2 within each person’s profile. In essence, 
we are accelerating the distance between two individuals 
attribute scores as they depart from one another, and 
also as they diverge from an order constraint on both 
the preference and frequency axis.
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Compute the standard Euclidean Distance between the two 
attributes of a triad – computing the distance in 2-dimensional 
space between the two attribute scores for two individuals (e.g.
compute the distance between person1-attribute1 and person2-
attribute 1, and likewise for attribute 2). 

Express each raw Euclidean distance as a normalised value, by 
dividing through by the maximum distance possible given the 0-
100 distance range on each axis. 

Subtract this normalised distance from 1.0 to express it as a 
similarity measure (concordant with how we express a match (in 
terms of similarity). 

Then, take the average of these two normalised similarities as 
the overall triad similarity between the two individuals, and 
multiply it by 100 to express it as a % match.

Step 1Step 1
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Step 2Step 2

Compute the distance parameters k1 and k2 against the
Preference axis for the points. 

Also note whether Attribute A1 preference is higher, higher, 
lower, or equallower, or equal to Attribute A2 preference for Person 1.

Now determine whether the same “order” constraint is 
present for Person 2. 

If the order constraint is the same for both persons, 
degrade the overall triad similarity using a custom 
formula.

If the order constraint is different, then doubly degrade 
the similarity using an additional degredation function.
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Step 3Step 3

Compute the distance parameters k1-freq and k2-freq
against the Frequency axis for the points

Also note whether Attribute A1 frequency is higher, higher, 
lower, or equallower, or equal to Attribute A2 frequency for Person 1. 

Now determine whether the same “order” constraint is 
present for Person 2. 

If the order constraint is the same for both persons, 
degrade the overall triad similarity using a custom 
formula.

If the order constraint is different, then doubly degrade 
the similarity using an additional degredation function.
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In essence, we compute a similarity value (match value), then 
degrade it according to the ratio of the difference conditions on 
both the preference and frequency axes, in turn,
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The document entitled:
“2-Dimensional Order-Constrained Profiling.doc”

Details the algorithms and formulae with complete 
worked examples and ready-made Delphi program 
code to implement the entire sequence of operations
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differ dramatically in just one particular attribute 
(scale), with all other scale scores exactly equal.

differ in terms of a fixed sten difference (1 sten and 2 
sten difference for each profile attribute). 

The aim of these tests is examine coefficient behaviour
by using stensten profiles that visually look very similar, but 
that:
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I have varied the number of profile elements/scale scores 
from 66 through 20. I have also reported the Genesys
coefficient in comparison to 4 other coefficients:

GeneSys rp
Pearson r
1-Guttman’s alienation
Intraclass Model 2
Barrett ADD (using a 1.6667 ratio SD parameter –

1/6th of 10 = SD of 1.6667)
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1 sten difference
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2-sten difference
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All scales exactly the same - except the first (2 vs 10)
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Comparison between coefficients (log-fit trend)
All scales exactly the same except for scale 1 (sten scores of 2 vs 10)

4 6 8 10 12 14 16 18 20 22
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Graphing the 
GeneSys
coefficient rp

coefficient size 
as a function 
of the number 
of sten scale 
scores, given 
all scale scores 
are exactly 
equal, except 
for the first, 
which is 
always a sten
of 2 vs 10.
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The complete analysis is in the document on the CD 
entitled:

GeneSysGeneSys Profiling Coefficient Analysis #2.docProfiling Coefficient Analysis #2.doc

* With kind permission from Psytech International Ltd. (for 
whom this work was undertaken).


